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SUMMARY OF SOLAR ADAPTIVE OPTICS PROJECT

This program consists of several parts. The first is a
theoretical study of the problem of applying adaptive optical
atmospheric correction to solar imaging. The results of this work
show that, under typical daytime conditions, traditional adaptive
optic methods will produce only very marginal improvement of image
quality. The basic problem is quite simple to understand. As the
strength of the atmospheric turbulence increases, the size of the
region over which the aberration of the incoming wavefront may be
approximated by a plane wave decreases. Since the size of the
subapertures of a wavefront sensor must be comparable to the size
of these regions, the required subaperture size also decreases.

In sufficiently strong turbulence, this size may become small
enough that the diffraction limit of the subapertures exceeds the
isoplanatic angle. In other words, light reaching a point in the
image plane of the subaperture may have come along paths
experiencing different aberrations. This means that the wavefront
is no longer approximately flat. Thus, any wavefront sensor
depending upon subapertures will not work under these conditions.
Based upon the available atmospheric data, typical daytime
conditions at Sac Peak National Observatory (SPNO) place solar
imaging in this regime.

The second part of this program consists of the identification
of an approach to solar image correction that utilizes the full
aperture of the telescope. Such a technique would not suffer from
the problem outlined above. One such method has been found that
shows promises iseis related to the multi-dither process of image
sharpening. Simp]y}gphe incoming wavefront has added to it
controlled amounts of “various aberrations. The image quality is
sensed and an error signal derived that allows iterative
corrections to the wavefront to be determined. The measure of the
image quality that is used is an integrated power spectrum of the - -
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?ﬁmage plane distribution. [t is shown that quantity is maximized
for an unaberrated input wave.

Finally, numerical simylations of this proposed image
sharpening technique are used to show that it is possible to
achieve very significant improvements in the resolution of a
telescope under conditions of moderate turbulence. Typically, a
fivefold reduction in spot size is possible in as few as five
iterations. Translated into the performance of a real telescope,
this is equivalent to an improvement of the resolution to within
10% of the theoretical diffraction limit. Further, it is shown
that this system could be realized with existing processing
technology.
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I. INTRODUCTION

1.1 HISTORY OF THE PROGRAM

« This represents the final report of the work carried out by
Adaptive Optics Associates, Inc. (AOA) under Contract No. F19628- :;
82-C-0035 with AFGL/PHS. This project, and hence this report,
consists of two very distinct parts. One is a detailed assessment

of the limitations of traditional adaptive optic techniques when
applied to imaging of extended features on the solar surface. The
second describes and provides the preliminary results of a computer
simulation of an alternative approach to the problem of imaging
objects that are large compared to the isoplanatic patch size.

As originally proposed, this program was to have consisted of
two phases, the first a feasibility study of a subaperture based,
correlation tracking method of wavefront detection, the second a
breadboard test of the system in field conditions at SPNO. Work on
this program proceeded as scheduled and Phase I was successfully
completed. The results of this analytic and numerical study of the
application of adaptive optics to the problem of solar imaging
showed that, under typical conditions, it was not possible to define
subapertures that would see a wavefront that was approximately flat.
These results are presented here in Section II. Unfortunately, this
also showed that the proposed wavefront sensing scheme would not
produce useful phase information except under exceptional

atmospheric conditions. Therefore, the second phase of the proposed
program was not carried out. In its stead, an attempt was made to
uncover alternative appruaches to the problem. After considerable ]
thought, a possible full aperture image sharpening method was ;;
identified. This approach to image sharpening has been termed the -4
Modal Dithering Sharpener or MODS. As will be described below, it ;
utilizes an error signal derived from a full aperture image to drive .i
a servo loop that corrects the pupil wavefront. F]
]
1
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At the same time, the contract program was restructured. Two
new phases were defined: a detailed analysis of the performance of
the new imaging technique refinement of the algorithm, and a
numerical simulation of the process to test its feasibility before
attempting to breadboard a working system. This program has been
carried out and the results are presented in the third and fourth

sections of this report.
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[I. ADAPTIVE OPTIC LIMITATIONS FOR SOLAR IMAGING

2.1 INTRODUCTION

Real-time predetection image compensation of ground-based
astroncmical telescopes for near point-like images such as stars has
been demonstrated(l), but adaptive optics has had very limited
success when applied to extended features on the sun(z). Even in
stellar applications, the success of adaptive optics has been
limited to second magnitude or brighter stars due in part to large
optical path transmission 1osses(3). The limited success of
adaptive optics to sharpen the extended features of the sun was
attributed(3) to the small size of the isoplanatic patch. Nighttime
near zenith measurements on double, second magnitude stars indicated
a two to four arc-sec isoplanatic angle which limited the

3). More recent

compensated image angle to less that one arc-sec(
measurements(4) of isoplanatic angle at White Sands and the
surrounding area indicate that it has a diurnal variation with
average daytime zenith values being close to one arc-sec or even
smaller when the jet stream was overhead. These measurements
indicate that the usefulness of adaptive optics for solar imaging is
even more Timited than previously thought.

The community of solar astronomers has expressed considerable

(D) J.W. Hardy, J.E. Lefebvre and C.L. Koliopoulas, "Real-Time
Atmospheric Compensation, "JOSA 67, 3, March 1977.

(2) J.W. Hardy, "Solar Isoplanatic Path Measurements," Proc.
Sacramento Peak National Qbservatory Conf., Sunspot, NM, October
1980.

(3)J.w. Herdy, "Solar Imaging Experiment,"ITEK Final Report,
Contract AFGL-TR-80-0338, September 1980, ADA 102283.

(4)0. Walters, "Diurnal Variation of Isoplanatic Angle," Optical
Society of America Annual Meeting, October 1983, New Orleans,
Louisiana.
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interest in and indeed has forecast the advent of the usefulness of
adaptive optics on large, ground-based telescopes for solar imaging
of fine scale granularity with high reso]ution(s). If feasible, the
development of a solar imaging capability could make ground-based
telescopes an attractive, cost-effective alternative to high
resolution space-based telescopes such as the Solar Opticazl
Telescope (SOT). The advantages of increased data flow, target
track time and flexibility if available with compensated,
ground-based telescopes would be an obvious boon to tre field of
solar astronomy. Unfortunately our results indicate that the
feasibility of solar adaptive optics (SAO) is severely limited by
strong daytime atmospheric turbulence.

Other authors have also expressed some doubt concerning the
feasibility of solar imaging. Smithson and Tarbe]l(s) (Lockheed)
express the opinion that "fully active mirror systems are presently
costly, unreliable and of marginal performance for daytime seeing,”
whereas they claim that "image motion is easy to track with simple
tilt mirror systems" using any of "several existing wavefront
sensors." They report routine tracking with a 400 Hz bandwidth
system of sunspots or pores that are larger than three arc seconds
in diameter, and tracking of dark lanes in between granules in very
good seeing(7). They report an uncompensated image jitter of two to
five arc-sec in normal daytime seeing (i.e., o = 2toS5cmat A =
0.5 um).
rgy:g;;;:_lnstrumentation: What's Next?" Sacramento Peak National
Observatory (SPNO) Conference Proceedings, edited by R.B. Dunn, held

at Sunspot, NM, October 1980, published March 1981, for the example
the paper by L.E. Cram, SPNO pg. 397.

(G)R.C. Smithson and T.D. Tarbell, "Sensor Technology for Adaptive
Mirror Systems Applied to Solar Astronomy," SPNO Conference
Proceedings.

(7)T.D. Tarbell and R. C. Smithson, " A Simple Image Motion
Compensation System for Solar Observations," SPNO Conference
Proceedings, pg. 491, March 1981.

SN




Hardy(z) (ITEK) also obtained image motion stabilization even in

“bad turbulence" using the Real-Time Atmospheric Compensation (RTAC)
system at SPNQO, but "in all but a few cases, no corresponding
improvement in image quality was seen over the compensated patch”
because the "isoplanatic patch was much smaller than the wavefront
sensor field of view." Occasionally with good daytime seeing, the
RTAC could improve telescope (30 cm aperture) performance from three
arc-sec to about one arc-sec, whereas under the same conditions
simple image motion compensation alone produced only marginal image
improvement.

In this report we first examine the potential of adaptive optics
by considering the performance of an "ideal minimum bound variance"
Hartmann wavefront sensor coupled with a "perfect” zero-fitting
error deformable mirror using lossless optical transmission and
upper bound quantum efficiencies. Next the same analysis is
presented for the AOA proprietary LSI3 wavefront sensor. Finally,
we present simulation results that provide a scanning-mode for the
LSI3 sensor. But first we present a simple, heuristic model of the
properties of atmospheric turbulence in order to acquaint the reader
with the basic principles of adaptive optics.

2.2 THE BASIC PRINCIPLES OF ADAPTIVE OPTICS

Real-time diffraction-limited resolution imaging of targets may
be obtained from the use of adaptive-optic systems that compensate
for atmospheric turbulence. The uncompensated resolution of objects
through atmospheric turbulence is limited to A/ro where o
coherence diameter(8) of the laser radiation which depends both on
the intensity and extent of the atmospheric turbulence as well as
A, the laser wavelength. Average values of ro range from 2 cm in
the daytime to 10 cm at night for zenith abservations, and are

smaller away from zenith. The turbulent atmosphere may be modeled

(8) David Fried, JOSA 55, 1427, 1966.




as consisting of closely packed tubes of diameter s within which
the tilt of the wavefront reflected from the target is well
defined, but where the wavefront tilt (i.e., angle-of-arrival)
varies slightly from tube to tube. Overall tilt variations of

+ 1/2 (A/ro) occur. Adaptive optics operates by separately
measuring the tilt in each tube in subapertures of the wavefront
sensor that are approximately s in diameter. The conjugate of
each subaperture tilt, amounting to a variable tilt across the full
aperture, is then reconstructed on a deformable mirror. In
principle, reflection of the incoming irradiance from this mirror
then sharpens the target image up to the diffraction limit of the
full aperture. In practice, the diffraction limit is never quite
reached due to system errors such as low sensor bandwidth and
signal-to-noise as well as atmospheric errors such as wavefront
incoherence, anisoplanaticity and irradiance scintillation, and
inaccurate reconstruction of the conjugate wavefront at the
deformable mirror, the so-called "fitting errors." All of these
errors may be represented by variances, 02, that when
geometrically summed and expressed in waves, directly indicate the
degradation from diffraction-limited performance by means of the
Strehl ratio, S = exp(- ggz) where the summation is over the

,

various types of errors. The resulting telescope resolution is
then given by (A/D)exp(+202),

Ve '.',,",",', T T YryYY
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Adaptive optics is effective as long as these errors are

sufficiently small to maintain a Strehl ratio close to one. Under
. conditions of sufficient turbulent intensity and extent,
anisoplanatic errors due to extended images that exceed the size of
the isoplanatic patch will prevent the effective use of adaptive
optics. The isoplanatic patch is usually expressed as the angle
that is given by ro divided by the (slanted path) scale height of
the turbulent atmosphere, as shown in Figure 1. Although the
precise definition of isoplanatic patch may differ from this simple
model, and several definitions are extant in the literature, the
physical behavior predicted by this model is correct.
Anisoplanatism may be avoided by gating the field-of-view (FQOV) of
the wavefront sensor down to the size of the isoplanatic patch. But
even then a fundamental limit is obtained when the resolution of
each wavefront sensor subaperture = )\/r0 exceeds the isoplanatic
angle ro/ 2 where ¢ is the distance to the turbulent scale
height. Thus adaptive optics fails on extended objects when r_ <

]
Y For vertical propagation through the SPNQ atmosphere,
25 Km and /it = (0.5 ymx 5 Km)l/2 = 5 cm. Seeing conditions

are only better than this limit for airborne or high mountain-based
sensor platforms at night, or for horizontal propagation to targets
closer than 10 Km for low altitude applications of adaptive-optics.
Note that these minimum seeing conditions correspond to an
isoplanatic angle ro/z = 2 arc-~sec.

This anisoplanatic 1imit does not apply to point-like objects
such as stellar objects or high contrast target glints whose extent
is smaller than the isoplanatic patch. Similarly, for very intense
turbulence and very long optical paths in the atmosphere, errors
associated with irradiance scintillations will not render adaptive
optics ineffective because the so-called "saturated turbulence"

ki Bt oo P I LD UYL S ST (UL, U, FO,




" ISOPLANATIC ANGLE
?\— —_ ~_,— TURBULENT LAYER
TUBES OF
2 /7 COHERENCE
\L’ i '4"1"0
— TELESCOPE APERTURE
—> | | «— SUBAPERTURE

Fig. 1. Model of the coherence properties of the turbulent atmosphere
for vertical propagation to or reception from a distant target.
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phenomenon limits the error variance due to scintillations to 52

< 0.25.(9) However, adaptive optics requires a sufficient SNR to
operate successfully. As a result, adaptive optic sensors do not

have sufficient sensitivity in each subaperture to perform real-time

phase compensation on the faint stellar objects that are of greatest 1
interest to astronomers. The problem is that in order to do
real-time phase compensation, the system integration time must be ;
somewhat less than the scale time of the variable turbulent

atmosphere, which is 10 msec or less. Post-detection techniques in

current use benefit from very long integration times.

2.3 CHARACTERIZATION OF THE TURBULENT ATMOSPHERE

At any point on the ground the optical properties of the
turbulent atmospheric layer may be determined from the direction of
the optical path specified only by the zenith angle 6, and the

altitude profile of the turbulent structure function an(z). From
the C 2 profile and 9,, we derive expressions for the coherence
diameter o (10) and the isoplanatic angle ep(IO)’ two parameters

that completely determine the optical properties of the turbulent
layer at points on the ground. The literature uses two expressions
for To» based on plane or spherical optics. We use the plane wave
To because it is the reported result of seeing monitor’

-3/5
o 0.423 K 2
0 "—353—52— dz CN (2) , plane wave (1)
2 -3/5
8 = 1.45 k7 dz-zs/3 C 2(z) , Spherical wave (2)
p 8/3 , N
cos )
z
kK = ZW/A , » = wavelength in the visible.
(5) R Handbook, pp. 6-20, 1978.
(10)

Fried, JOSA 55, 1427 (1966).
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The spherical wave form of the theory is used
to determine the half-angle of the cone defined by the isoplanatic
patch.

Because of the 25/3

altitude moment-error dependence the
spherical wave theory (hence the isoplanatic angle) is sensitive
to the high-altitude portion of the an profile, whereas the plane
wave theory (and hence the coherence diameter) is sensitive to the
layer of intense turbulence near the ground.(lz)

The geometrical simplicity of this model derives from an
being a constant in x and y. In fact, above 1 Km in the turbulent
layer, the horizontal an profile depends on the global wind
patterns over distances that are large compared to the height of
the layer. Terrain effects on the an profile such as variations
in ground cover and hills occur on a distance scale that are
usually small but can be comparable to the atmospheric layer
height. But these effects are normally confined to the first
thousand meters of atmosphere. Since the coherence diameter has a
strong dependence on the intense ground layer of turbulence
generated by these variations, we would expect s to have a
relatively higher frequency of variation compared to the
isoplanatic angie dependence on global wind patterns.

Due to the dependence of turbulence strength on wind velocity,

a meteorologically determined corre]ation(13)

, the jet stream has
a dominant effect on the high-altitude an profile. But
stratification of the an profile into sub-layers or plateaus can
also be expected on the basis of differing air masses in

stratified wind patterns, evident in wind velocity altitude

(1) shapiro, JOSA 65, 65 (1975).

(12) Miller and Zieske, "Turbulent Enviroment Charaterization",
RADC- TR-79-131, July, 1979. AD 072379

(13) Clifford, NOSA, Univ. of Colorado.
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profiles(la).

The widely available measurements(s) of an profile using a

scintillometer at the Air Force Maui Observatory indicate a ground
. layer of intense turbulence at low altitudes and plateaus of high

altitude turbulence as shown in Figure 2. OQther measurements of

C 2 profile evidence both the jet stream effect and plateau-like

behavior (15) (16), as shown on Figures 3 and 4. What is really
shown on these figures is the standard phenomenological and
mathematical models which have emerged from the measurements.
Several of them attempt to separate the Cn dependence into a
polynomial ground layer within one kilometer plus an exponential
layer that dominates from one Km to the 10 to 20 Km top of the
turbulent layer, plus a quadratic layer of more intense turbulence
due %0 the jet stream. In an exponential atmosphere the
isoplanatic angle ep is proportional to o dependent only on the
scale height of the exponential atmosphere h0 or the height of the
uniform layer of turbulence h. [Insofar as the high-altitude an

profile
Exponential or Uniform Turbulent Atmosphere
a = H - "H (3)
p 1.16h cos A 1.16hO cos 8
(14)

Valley, Geophysics Handbook, pg. 671
(15)4ufnage! and Stanley, JOSA 54, 52 (1964)
(16)gartetti, et al., JOSA 66, pg. 1380 (1976)
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Figure 2. Island-mountain based Maui Observatory Scintillometer C2
Measurements and Modeling.
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Figure 4. [In-situ balloon Cﬁ measurements over Continential Europe.
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may be characterized as dominated by a single flat or exponential

plateau, we may immediately obtain an estimate of the isoplanatic

angle. However, we must be careful to use only contribution to s
from the layer being modeled. In the Greenwood and Schafer models
of Figure 2, the contributions to r, come equally from the ground

layer and the exponential layer. Referring to these as L and ry,
respectively, Eq. (1) becomes

1 1
53 53 Y T (4)
0 L H

For both the Greenwood and Schafer models ry = 0.25m, the factor of
two in Cn2 offsets the factor of two in scale height, but contrary
to intuition the isoplanatic angle for the Greenwood model (1 arc
sec) is of one-half the isoplanatic angle for the more intense
Schafer model (2 arc-sec), indicating the importance of the height
of the turbulence.

We find evidence of a high altitude plateau or layer from 8 Km
to 20 Km in both the island based data of Miller-Zieske and Hanson,
and the European continent based data of Barletti. It appears that
the European "lucky observer" data correlates with the average Maui
data at high altitudes. The Hufnagel continental model with 27 MPS
jet stream at 10 Km correlates the average European data well. The
dependence on the jetstream effect is explicit in the Hufnagel
model. It also correlates the Maui high-altitude data very well
with a weak jet stream eoffect, w =~ 7 MPS.

It is evident from the available widely used models that even
the average optical properties of the turbulent atmosphere are
sensitive to ground location, particularly with respect to the jet
stream. Since an profile measurements are not available for the
SPNO observatory, we must rely on nearby measurements at the White
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17) at a White Sands

mountain site indicated a strong diurnal variation, but less strong

Sands proving grounds. Measurements of ro(

day-to-day seasonal variations. More recent measurements of the

(18) byt not available in the

isoplanatic angle published at meetings
literature also indicate a diurnal variation as well as a jet stream
dependence. In the absence of a jet stream the average isoplanatic
angle is one arc-sec in the daytime and two arc-sec at night,
corresponding to uniform values of T = 4 ¢cm in the daytime and
average values of "o = 8 ¢cm at night. Apparently the turbulent
layer height is fairly constant at White Sands, at a scale height of
h0 = 5 Km, assuming equal ground layer and high altitude
contribution to Ty

Single realizations of the Cn profile along ascending and
descending spiral aircraft paths have been measured over White

(19) up to 7 to 8 Km. Four resulting sets of measurements are

Sands
shown on Figures 5, 6 and 7.

The first, an ascending spiral on 31 March 1978 close to
noontime reveals a high degree of fluctuation about a mean that
falls off inversely proportional to altitude. There is some
evidence of stratification with an intense layer of turbulence at 2
Km and a high-altitude plateau from 3 Km to 8 Km. The two
realizations of the an profile were taken near noontime on 20 June
78 in an ascending and decending spiral. Although the ground-layer
of intense turbulence (up to 100m) varied an order-of-magritude in
the two realizations, the high altitude profiles were similar and
indicate plateau-like behavior from 100m to 5 Km. The last flight

(7] yatters, Favun and Jones, JOSA 69, 828(1979).
\
(18’Walters, 0SA Annual Meeting, New Orleans (1983).

(19) "Atmospheric Conditions at the High Energy Laser System Test
Facility (HELSTF), White Sands Missile Range," Atmospheric Sciences
Laboratory Interim Report, 10 June 1979 and 8 August 1979, U.S. Army
Electronics Research and Development Command, WSMR, NM 88002.
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on 22 June 78, a descending spiral, indicates a 1 Xm ground layer

-2/3 platedu from 2 Km

Wwith inverse linear an decay, and a 10'16 m
to 7 Km.

In order to obtain a an model appropriate for Wwhite Sands, and
presumably SPNO as well, we have overlaid all of the White Sands
data and the furopean Barltetti data on Figure 7. The Barletti data
is added in order to infer an behavior above the aircraft 8 Km
ceiling. Although the single realizations indicate some
plateau-like behavior, the average over the four realizations is
best fit by a 1/h decay throughout the entire turbulent layer, as
shown on Figure 8. The Hufnagel model of Figure 3 is much less
representative of the White Sands data even though it models the
Barletti data quite well. The Schafer model on Figure 2 would also
provide a good fit to the White Sands data, although the
“exponential atmosphere” models shown on Figure 9 with a 4 Km scale
height and an easily distinguished ground layer does not fit the
data so well. The Schafer model is a better fit because the inverse
linear ground-layer component dominates almost the entire C 2
profile. Considering the high degree of fluctuation of C 2 about the
mean evident in the measurements, it seems best to mode] the entire
layer linearly.

Unfortunately, like the Kalmogorov spectrum, the inverse linear
an profile is not integrable unless low altitude h_ and high
altitude hH cutoffs are used.

The problem then is to ascertain appropriate values for hL and
hH, much like one must independently estimate the inner and outer
turbulent scale sizes in order to find integrable properties of the
Kalmogorov spectrum, i.e.,

)/ h<n
2* - <
¢, 5§ ¢, (L/n o h ko (5)
0., h-hy
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Figure 9. Exponential Cﬁ models for White Sands measurements.
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where h is in Km.

We shall assume that the telescope aperture is at a height hL =
10m above ground, corresponding to the lowest available an
measurements. We then obtain the integrable properties for » =

0.5 um:
10cm 1
r‘ = . (6)
0 2 -16\ 3/5 h,\+3/5
(Cn (1)/10 ) (1 + —;— n 1%)
i rgcos ] 5 3/5
h n H/
h

Note that except for a weak logarithmic dependence, this ep Vs T,
model is equivalent to a uniform or exponential model.

The linear curve-fit of the White Sands data on Figure 9
suggests an average value of an (1) = 3x10"16 with fluctuations
from 10716 o 10'15. If we arbitrarily assume a 10 Km turbulent
layer thickness, then the average value of o is 5 cm which compares
well with Walters' 4 cm daytime r  measurements at White Sands. As
shown in Figure 10, ro is essentially independent of the height of
the turbulent layer from 10 Km to 20 Km (20% drop). The isoplanatic
angle, as shown on Figure 10, is very sensitive to the thickness of
the turbulent layer. In fact, the isoplanatic angles are largely
below one arc-sec. For example, the dashed lines indicate the
isoplanatic angle corresponding to a s = 4 cm as measured by
Walters. In order to have an isoplanatic angle as large as one
arc-sec, the turbulent layer cannot be larger than a 7 Km thickness.
Even if we assume SPNO daytime values of s = 5 cm (similar to the
Maui data on Figure 2), a 10 Km turbulent layer thickness results in
only a one arc-sec isoplanatic angle at ) = 0.5 yum. Note that

1675

both o and 9. scale as power so that two arc-sec isoplanatic

p
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angies result in the long wavelength portion of the visible spectrum.
2.4 WAVEFRONT ERROR ANAL SIS OF AN IDEAL ADAPTIVE OPTIC

SYSTEM

A precise estimation of minimum seeing conditions for extended
images may be based on standard, simple algebraic expressions for
the error variance 0-2 of the wavefront incident on the sensor due
to the residual turbulence-induced errors given phase compensation
of the incident light. The dominant sources of atmospheric
wavefront errors are (a) the spatial incoherence error variance
oZR, (b) the "isoplanatic patch error “ o-zp, and (c) the
scintillation error variance g ZS. Spatial incoherence errors
occur when a subaperture of diameter d samples phase over an extent
(in the image plane) greater than the coherence length o of the
atmospheric turbulence; isolplanatic patch errors occur when the
resolution angle of the subaperture g R = A /d is greater than or
comparable to the isoplanatic angle g p’ and scintillation errors
are significant in heavy turbulence when atmospheric pronagation
produces amplitude fluctuations in the incident light. The

relationships for these errors are:

2 3

52 = 0.13 (d/ro)s/ (8)
58 = (eryan) (9)
7/6 e
2 _ 0.5 k j 2 5/6
3.5 = 20X cnf(2)72°/ %4z (10)
> cos /6 g

0
Hence we use Fried's definition of "o (6) and Shapiro's
definition of 3p(7), along with the standard relationship for

26
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2 (20).
S

o)
The above equations specify the inherent atmospheric errors.
They may be derived rigorously on the basis of two-source wave
structure function. In addition to these errors we need to specify
the hardware system error variance, namely the sensor (SNR) noise
variance JNZ, and the deformable mirror reconstruction or "fitting"
error variance JZF_ We shall assume for the case of the "ideal"
system that reconstruction of the conjugate phase on the deformable
mirror is perfect, that is, <7F2 = (. For the noise variance of
an ideal system where detector noise is negligible we use the
minimum bound variance (MBV) for photon-limited noise of a square

subaperture

oﬁ = 0.25 (3/d)%/SNR (1)

The detector noise variance is most important where the incident
signal is weak, as in stellar astronomy.

2.5 EXTENDED IMAGES
Equation (10) may be expressed in a more convenient form by
defining a new parameter

h
cos ©

_ A
Y'] = Y‘—~ (]2)

o

which is the diameter resolved by an uncompensated telescope at the
height h of a uniform atmosphere or the scale height of an

(20) The Infrared Handbook, ed. W.L. Wolfe and G.J. Zissis, Officer

of Naval Research, Washington, D.C., 1978, pg. 6-40; also R.R.
James, et al., "Strategic Laser Communications Evaluation
Algorithum," Naval Ocean Systems Center, CMO6 Ser. 813/334, April
1981.




2

exponential Cn“ profile. It is also the diameter of a subaperture

that just resolves the isoplanatic patch as shown in Figure 11.

2
Ch- =0
Z=h— -
2 2
Cn™ = Cno
L= 0 J7 777777777 77777777727 72772777 777727

Figure 11. Geometry corresponding to the definition of ri- From
Eq. (13) the scintillation error variance is

) 5/6 ) 5/6
0" = O.](r]/ré> = O.](Ah/ro cos e) (13)

Equation (9) for the anisoplanatic error variance only determines
the wavefront errors associated with the correlation of two
directions in space separated by an angle aAe . This expression
is appropriate for essentially point sources in these two
directions. For an extended source such as the sun, phase
information is received over a solid angle corresponding to the
resolution of the system, i.e.,
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5/3
2
oy = 0'”(9r/9p> (15)

It would be more precise to integrate over the system point spread
function (PSF) but at the level of approximation of the present
analysis, the above simple analysis suffices.

The next step in the analysis is critica to the determination of
the effective system resolution #© R We initially choose this to
be the resolution of an ideal sensor, e.qg.,

S Vd o (o, 1 axis definition) (16)

where d is the size of a subaperture. In Section 3.0 we use a
system resolution corresponding to the field-of-view (FOV) of the

LSIS sensor. With the present choice for 8 ., and 9 p = To/hcoss

Equation (8) becomes

5/3
2 _ 2 h

As indicated in section 2.3, the White Sands 1/h model has a
slightly smaller isoplanatic angle.

5, = (ro/hcoss ) * (5/1n h/10)35

where h is the height of the layer - 10 Km. Neglecting the weak log
dependence, the error variance for h = 10 Km is
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- 5/3

el \
1 % T 0'24<F0*&6§‘e (18,

cpz 017 (r]/d)5/3 - 0.17 (r]/r0)5/3 (d/ro)‘s/3 (o) ‘
ij 1013 (d/ro)5/3 = 0.13 (d/ro)'5/3 (20

2 5/6
o5 = 0.1 (r]/ro) (21)

The results of the residual-wavefront-error-variance computations
are plotted on Figure 12. The variance

02 = cpz + 052 + ORZ , waves2 (22)

is a measure of the resolution of the compensated solar imaging

o’ and the
subaperture size d. The angular resolution of the compensated

system in terms of atmospheric parameters "1 and r

solar imaging telescope is given by Eq. (22)

2

3, = (»/D)e’ (23)
1

wrere D 1S the collecting aperture of the telescope. We see that
the adaptive-optic compensation systems corrects the wavefront to
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of an Extended Image.
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ME’ within a factor of two of the diffraction-limited system when the
. residual-wavefront-error variance is less than 0.7. Figure 13

indicates this condition (i.e., EC/ 9D = 2 on Figure 12 where
ec is the compensated system resolution and SD the
diffraction-limited system resolution) is just achieved when

BR/ep = 2 at d/r0 = 1.5 if the White Sands model, Eq. (18),
were used instead of Eq. (17) for the uniform or exponential
atmosphere.  Since ro g is a full-angle resolution and 6p is the
half-angle of the isoplanatic patch, adaptive optics is not
effective when the subaperture cannot resolve the jisoplanatic patch
in an "ideal" AQ system. If we charaterize the SPNO turbulent
atmosphere by o = 5 c¢m and ep = 1 arc-sec, we obtain eR/ ep

2; so that an "ideal" adaptive optics system using the optimum
subaperture size d = 1.5 r = appears on the basis of wavefront
error analysis to be marginally effective at SPNO.

These results derive from gating the extended solar image down
to the size of the isoplanatic patch or eR = 2 ep. Since the
variance of the incident wavefront tip/tilts is given by (long-term
turbulence)

o p = 0.45)/r, , (lo, 1 axis) (24)

on the average the image in any subaperture will be tilted out to the
edge of the ijsoplanatic patch optical gate. In order to encompass
this expected variation in image location from subaperture to
subaperture, the optical gate, corresponding to the isoplanatic
patch must be twice the atmospheric resolution or larger, or

< 1.0 (25)

Br/%p ‘

Thus effectiviness of the "ideal" adaptive optics system is limited
by angle-of-arrival noise rather than the wavefront error variances
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shown in Figures 12 or 13. [If our characterization of tne SPNO
turbulent atmaosphere is correct, namely that 'R/--p .2, then even
an "ideal" AQ system will not effectively phase compensate an
extended solar image.

The above analysis is consistent with the rasults obtained by
Shapiro(ZI), who examined atmospheric imaging of extended objects.
He used communication theory to model the atmospheric turbulence as
a wide-sense stationary uncorrelated scatter spatial channel. He
found conditions under which the fields from different isoplanatic
patches of an extended object may be separated in the image plane
and processed individually to obtzin a diffraction-limited image.
The condition is termed an "underspread" channel and is obtained
when the seeing limit can resolve &n isoplanatic patch. Explicitly,
a channel is underspread when the value of its bandwidth B and its
spatial-multipath spread L (i.e., an area) satisfy the condition

B+L <1.0 (26)

For overspread channels, 8L > 1, and all inputs result in distorted
outputs, according to Shapiro.
Shapiro evaluates B and L for propagation in a uniform

atmosphere: 2

B = 1/m‘O (27)

L = (xz)z/nro2 (28)

where Z = path length. In our notation, L rlz/ 7 . Thus the

condition BL < 1 corresponds to the condition:

1 (rl/ro)z <1 (29)

(2105 1. Shapiro, J0SA, 66, pg. 469 (1976)

34

I A RDAT UP WAY N-IPUY S UY  TTT TY. T T T




R e it B e te Sen B d Bad M NCEd- e ed Sud d S tind T i

which is more stringent than indicated by Figure 12. Shapiro's
analysis has the advantage of predicting the ultimate resolution of
a compensated system,

2.6 STELLAR AND SOLAR POINT-LIKE IMAGES

Anisoplanatic effects do not degrade point images because all of
the incident flux of photons lies within the tube of coherence of
diameter s regardless of the resolution of the sensor subaperture,
as long as the aperture is less than ro- In this case the trade-off
between large errors for small subaperture sizes and large errors
for large subaperture sizes remains except that the anisoplanatic

error variance o} 2 is replaced by the photon-limited noise

p
variance °N2’ where

oy = 0.5 {\/d)/SNR = 0.5/SNR, waves (30)
The signal-to-noise ratio in the photon limit is given by /N where
N is the number of photons detected in an integration time. In
terms of the irradiance ¢ of photons incident on the atmosphere from
a star, or the equivalent solar point-like object, the number of
detected photons is

N = yn d2 ¢ t/hv (31)
where h = photon energy
vy = the optical transmission coefficient
n = detection gquantum efficienty
d2 = area of the square subaperture
t = integration time.
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For an ideal sensor, v is given by the atmospheric absorption
and scattering. At zenith Y z 0.8 (22). In general it is given
by exp (-0.7/cos ) = (0.8)1/€0S 3 The nighest quantum
efficiencies in the visible are exhibited by Si N-on-P photo-voltaic
and Si P-i-n photo conductor detectors and are in excess of 80%(23).
Therefore, without much loss of realism we assume for the "ideal"
sensor that vn = 1.0.

The dependence of SNR on detector integration time brings a

fourth source of error variance into play, the bandwidth error

variance OBNZ, i.e.

wZ = (2.69 t/t )5/3/cos ez, wave52 (32)

g ATM

where t = detector integration time

tATM = atmospheric turbulence decorrelation time

[ev}
I]

zenith angle.

8

ifji This expression is sometimes expressed in terms of the Greenwood

frequency f

: = 1/tyry = 50Hz and the system detector bandwidth f,
® = 1/t.

v
e

g

(22) RCA Electro Optics Handbook, 1974, pg. 154

) (23) ibid, pg. 61

S e e e 24
St “‘
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Both Eqs. (31) and (32) were neglected in determining the limitation
to extended solar adaptive optics because the solar contrast
irradiance provides a high SNR for integration times as small as 1
msec, i.e. the total solar irradiance (18) is 1390 + W/mz, therefore

34

N = pt/hv = (1390 W/m?) - (1073s) « (6.6x10°

Js) -

(3x101%m/s/0.5x10"*cm)
1.39 J/m2/0.4x10-183/photons
18

3.5x10"1® photons/m®

The angular area of the solar disk observed will, in general, be
comparable to (ep)z. The total area of the sun is about 2.54 x 108
)2
12

(arc-sec
1.375x10

Thus the number of photons received in a subaperture is
. ﬂdz . n(ep)z.

The zenith solar spectral irradiance at sea level on a clear day
at 0.5 um in the visible happens to have the same numerical
constant, e.g. ¢x = 1400 w/M2 um, hence

8

Solar N = ¢t/hv = 1.4x10° AX photons/

(cm2 coum - oms (arc-sec)2> (33)

where A is the width of the spectral filter. It is now clear
that even for nanometer filters, A} = 10'3 um, and 1 cm2
subaperture areas, and for 8, = 3 arc-sec, and for a minimum
solar contrast of 1%, the number of detected solar photons in 1 mS

is more than ample to neglect photon-limited sensor noise as an
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error variance source for solar imaging while maintaining a 0.2 rms
bandwidth error variance.
By contrast the spectral irradiance of the brightest star,

Sirius, at 0.5 um is 1077 w/m2 * uym, ten orders-of-magnitude less
than sunlight. A zero-stellar magnitude star is defined to have a
spectral irradiance of 2.65x10’8 w/m2 * um, or equivalently,

Zero-magnitude Stellar (0.5 yum)

N = st/hv = 6300 AX photons/(cm2 e um - ms) (34)

Using the 0.5 pum spectral width of Si detectors we then obtain N =
3100 photons/(cm2 * ms) from a zero-magnitude star for a
milli-second integration time.

The equation for overall system error variance is then given by

2 _ 2 2 2 2
0" = oy" *+ 05" +op” + ooy (35)
where
5 = 0.13 (d/r0)5/3, waves? (36)
52 = 0.1 (r/r )8, waves® (37)
QBWZ = 3553 t5/3/cos 5,5 waves2 (38)

) and for stars with 0.5 um Si detection
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n/?2

- 1/
7y = 0.5/d SRV = S.68x1070(2.5)V /0t (39)
waves where d is in cm, t in seconds, cos %z -1 near zenith and n

is the star magnitude.
We evaluate the detectable star magnitude using the following
nominal conditions:

d = rl = rc =5cmand t = 2 ms
2 _ 2 2 _
o] OR = (.13, OS = 0.1, on = (0.113
and oyl = 3.17x107 + (2.5)" (40)

For ideal system performance,

0.7 as before, therefore

o]
[ 72N

0.36, for which

{ 7aY

< 5th magnitude stars.

3
A

Thus ideal sensor/perfect deformable mirror adaptive systems are
potentially effective for 5 maanitude and brighter stars near zenith.
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2.7 SOLAR ADAPTIVE QPTICS USING THE L513 WAVEFRONT SENSOR

The high resolution solar images nrovided by the Sacramento Peak
National Observatory (SPNO) include the continuum image and the
hydrogen line (0.66 ym) image, plus variations around line-center
which indicate a line-width of less than 4 R. The line-center image
is characterized by contrast striations of 100 uR to 1 mR in
lenaths, well beyond isoplanatic patch limitations.

The continuum image consists of a continuous granular field with
small contrast and an occasional "pore" of very high contrast. The
granular field consists of 0.7 to 3 arc-sec size granules with a
mean size of 2 arc-sec as shown in Figure 14. Filmed data indicate
that the granules individually break up and disappear on the
time-scale of each film sequence ( ~30 sec.). The solar "pores" in
the granular field are, in length, about twice this size (4
arc-sec). They are isolated and have an irregular, time-varying
shape over the 30 sec. time-scale.

[t therefore appears that the isoplanatic angles associated with
the SPNO atmosphere are too small ( ~1 arc-sec) to image either
granules in the continuum field or pores in the granular field.
These solar features are larger than the sensor field-of-view (FOV)
which is optically gated down to the size of the isoplanatic patch.

It is interesting that this condition is consistent with
wavefront error analysis of a realistic system. If we extend the
results of Section 2.0 to a realistic AO system, the essential
difference being the incorporation of "realistic" deformable mirror
(DM) technology characterized by a "fitting" error variance

2
IEIT

= k(a/r )3 (41)
where 0.3 < k < 0.5 is typical of state-of-the-art reconstruction of
OM phase, the residual total error variance still provides better
than 2x0L system performance as shown in Figure 15. The variance on
Figure 15 is for a single subaperture. To obtain the full aperture

wavefront error variance we must use Fried's relationship:
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SCALE SIZE,
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Fig. 14. Loa-normal distribution of solar aranule scale sizes from
analysis of SPNQ photographic data.
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CFZ = % 7SU82 (1 + % n M C30)
where N = /4 (D/d) = 7/& (75/5)% = 175 is the number of
subapertures on the SPNO full aperture. Therefore, CFZ = 1.8

OSUBZ' Even adding his factor to Figure 15, the g < GD curves are
2xDL or better for a correctly sized subaperture; i.e., d = 3/4
ro. However, for a SPNO atmosphere characterized by iRz 2"p’ a

2xDL performance cannot be realized.

o -2 suggests that under "good

seeing" conditions, better than 2xDL phase compensation can be

The dependence of QR/ ep on r

achieved. The cumulative distribution of o statistics measured
with a 0.5 ym seeing monitor at Maui and shown on Figure 16
indicates that ro rarely (< 1%) is even 50% larger than the mean.
Thus "good seeing" conditions are indeed rare at Maui and probably
the same at SPNO. Thus from "extended image" wavefront error
analysis, 2xDL AQ system performance will be rare at SPNQ.

Adaptive optics is still effective on point-like images such as
stars because the total image is confined to the isoplanatic patch.
But the jsoplanatic patch may be comparable to even the smallest
solar features, the solar granules and the high contrast pores
contained within them. Therefore, there may not be any solar
features smaller than the isoplanatic patch. This was the
conclusion of studies(24) done at AQOA some years ago. As a result
of these considerations, we decided that adapted optics could only
be useful for compensated solar imaging if the small sensor FOV
could be scanned across the solar surface. As discussed in the
following section, we are only able to obtain a limited scanning

ability.

‘zajShao, Feinleib, Bowker, Schmutz and Tubbs, SPNO Conference,
March 1981, pg. 471.
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2.8 LSIS EDGE TRACXER

In order to obtain adaptive-optic image enhancement on images
which extend beyond the isoplanatic subaperture field-of-view (FQV),
AQA has proposed the development of an LSI3 "Edge~Tracker" to
replace the usual LSI3 centroid algorithm where each subaperture is
a quad cell centroid tracker. The basic LSI3 sensor configuration
is retained where the detector plane of each subaperture is divided
into four (or more) detectors and image is nutated in a circle of
radius r. The processor algorithm is modified so as to drive the
track towards the edge of the image rather than its centroid. We
propose to accomplish this by essentially processing the opposing
set of quadrant detectors. One set would use the normal processor
algorithm such that the track would be driven towards the bisector
of the image that balances the detector outputs of these two
opposing detectors. The orthogonal set of detectors would have a
modified processor algorithm where the gain of one detector is
larger than the other. This creates an imbalance such that an
otherwise centroid tracker is driven off-center in the direction of
the quad cell with the larger gain. The amount of gain, a variable,
would determine how "close-to-the-edge" a track is obtained, and the
orientation of the quad cell with respect to the center of the image
would determine the track point along the edge of the image.
Therefore it is desirable that the orientation of the quadrant
boundaries with respect to the image symmetry is also a variable.

[f so, then adjustment of quad cell gain and orientation may provide
a means to adjust the track point around the edge of an arbitrary
image. Such a tracker would provide a limited scan capability on
isolated high contrast images such as solar pores or sunspots.

A separate fast-tracking mirror (FTM) is required to maintain a
centroid track on the image feature. This is possible because the
size of the isoplanatic patch depends on the size of the aperture
used to process the image; in fact, it is inversely proportional to
the processing aperture such that the residual wavefront rms error
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variance is given by(zs)

\(an)0-88

DI.O47 r05/6

X

where 2 is the radius of the FTM field-of-view. If we wish to
track sunspots at % = 0.5 um up to 100 yR = 20 arc-sec in
diameter in a h = 10Km, ro = 5 cm atmosphere, the residual tilt
error is

0.3 arc-sec

Sy ~ L0487

(44)

Therefore stabilization of large, isolated images is possible if the
tilt is averaged over aperture diameters approaching one meter.
Note that adaptive optics with D = 5 cmand o, = 7 arc-sec does

X
not work.

2.9 THE LSI3 SENSOR

The LSI3 Sensor concept is illustrated in Figure 17. Although
the optical configuration appears very different from the basic
Hartmann test, the LSI3 is essentially a derivative in which the
quad cell detecting element is replaced by a four-sided prism
element, and the subaperture dividing elements are the detector
elements of the four detector planes. The figure illustrates a four
subaperture system. In general the four detector planes will be
comprised of many more than four detector elements; there will be
at least one detector per subaperture in each array. The figure
shows that the light from subaperture "a" of wavefront W is imaged
onto each of the four detectors labelled "a" in the figure.

(5] Vattey, apP OPT 19, 514 (1980). Eq. (43) is obtained using
asymptotic expressions available in this paper.
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Assuming this to be true, as will be shown later, it is then readily
seen that the four detector signals from the "a" detectors can then
be processed as a quad cell to determine the tip and tilt of the
wavefront of a subaperture "a". Simitarly, the tips and tilts of
each of the other subapertures, "b“, "c" and "d", can be measured by
their respective detector sets. The final result is a wavefront
measurement analogous to the Hartmann rest.

A reference plane wave is alternately measured and a comparison
of the target wavefront and reference is made. This is done to
reduce many of the mechanical alignment tolerances to which the
Hartmann test is extremely sensitive. The nutation of both target
and reference wavefronts is used as an additional aid in the
tolerancing and also to produce an AC modulated signal for more
efficient signal processing.

In Figure 18, the assumption that the single quad-prism performs
a similar function as a quad cell detector for each subaperture is
verified. The focal lengths of the lenses are chosen so that the
portion of the input wavefront corresponding to subaperture "a" is
imaged onto the two shaded detectors. These two detectors
correspond to two of the "a" subaperture quad cell detectors; the
remaining two detectors are in arrays that are above and below the
illustration. Figure 19 illustrates pictorially the light
intensity of the subaperture "a" point spread function as it nutates
around the prism tip. Each detector "a" receives that portion of
the intensity distribution reflecting from its respective prism
face. These four detectors are seen toc have a similar response to
the tip and tilt of a subaperture wavefront as a quad cell.

[t is thus seen that any incoming wavefront can be divided into
any number of subapertu-es by changing the density of detectors in
each of the four detector planes. No other changes to the sensor -
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Fig. 18. Detector arrays as pupil dividers. In each quadrant channel

a single detector element is projected onto the input pupil
plane and defines a subaperture. The 4 detector elements,
one from each channel, which map onto the same input sub-
anerture, form a quadrant detector which may then be used to
determine the wavefront tilt in that subaperture.
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Fig. 19. LSI” diffraction code - simulated waveforms.
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the optical nutator or quad divider prism - are required. It is
also evident that there is no longer a requirement that the detector
planes be made up of a special arrangement of detectors such as the
dense array of quad cells required for the 13 Sensor. The feature
greatly simplifies the design of a large scale wavefront sensor
system.

The L813 thus appears to be a leading candidate for a wide range
of adaptive optics applications. It retains many of the performance
advantages of the Hartmann sensors, and also incorporates a key
feature of the shearing interferometer, i.e., that the detector
planes are simple detectors. There are, however, several unexplored
problems which must be answered to ensure the viability of the
concept. Of immediate concern is the ability to align the four
detector arrays and the prism so that there is an exact mapping of
each subaperture wavefront onto its corresponding four detector set.
The number of alignment degrees of freedom is limited, so that it is
no longer feasible to align detectors individually as the number of
detectors increases. Instead, present systems under development at
AOA make use of the reference input system to automatically align
the optical axis with the prism, and then to use suitable
fiduciaries to align the detector planes relative to one another.
The saving grace is that the detector planes are well suited to
current CCD or other integrated detector array technology and thus
the physical fidelity of the array configuration can be reljed upon
for alignment.

A more subtle question is the effect of diffraction from the
prism on the detected signal from each subaperture. Going back to
Figure 16, it is clear that with only one subaperture as shown, the
detected signal 1is a simple intensity division with perhaps some
smal?! light losses due to diffraction from the prism edges.

However, in the general case, the focused light spot on the prism is
a ccherent superposition of the light from all the subapertures.
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The first order effect is to treat each subaperture intensity
distribution separately since each subaperture is geometrically
imaged onto its own set of dectectors. The diffraction of light
from the prism edges is a second order effect which tends to spread
the light from each subaperture into neighboring detectors. This
could be a source not only of subaperture signal loss, but also of
crosstalk from subaperture to subaperture and x to y channels among
the subapertures.

2.10 DIFFRACTION EFFECTS

Some progress has been made in exploring the diffraction problem
in the LSI3 Sensor. Generally it is not a simple effect to
investigate either theoretically, by simulation, or experimentally
because there is a large number of possible cases to be tried before
a definitive conclusion can be reached. It is important to
determine if the effect of a tip or tilt in one subaperture spreads
into other subapertures. To do this by simulation, a single
subaperture wavefront is defined by a 32x32 grid. The diffraction
pattern is calculated by a Fourier transform at the prism. This
diffraction pattern is then nutated on the prism in 32 increments
and then the intensity at a subaperture detector is calculated by an
inverse fourier transformation and integration over 32 nutation
steps. On the computer available for this work, a Data General
Nova, a single case required 12 hours to calculate so that very few
cases could be run in a reasonable time. Nevertheless, a sufficient
number of cases were run to demonstrate a range of diffraction
phenomena and some results are described below.

An example of the temporal detector response of a simulated array
of three adjacent subapertures is shown in Figure 19. Each blocked
group of pair responses is the 4-detector quad cell response for a
single subaperture. The particujar subaperture is identified to the
right by a solid line where subaperture 1 has a small, positive
tilt, subaperture 2 has zero tilt, and subaperture 3 has an equal,
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small, but negative tilt. The detector response is ascillatary,
suggestive of the coherent ringing in half-plane diffraction
solutions.  Similar behavior has been observed experimentally with
the LSI3 sensor but experimental results are not available for
publicatian.

Since image or tip/tilt information derives from the detector
response as the nutated, focused spot crosses the LSI3 pyramid
edges, it was originally conjectured that the modulation of the
signal by diffraction effects might seriously interfere with
accurate tip/tilt measurements. Simple analysis indicates that
scattering from slightly rounded pyramid edge (~10 um radius) is
insignificant, amounting to a spreading of 1% of the signal across
the detector array. However, diffraction at the edge of the beam
reflected from the flat surfaces of the pyramid appeared to be a 25%
effect, perhaps leading to significant crosstalk in the x and y tilt
axis (tip and tilt) and crosstalk between subapertures. Therefore
we conducted an analysis in which LSI3 simulated measurements of
tip/tilt were compared to the known input tip/tilts across each
subaperture.

2.11 LSI3 ALGORITHM

The results of LSI3 simulations revealed an unexpected benefit
from use of the LSI3 atgorithm, namely its ability to captialize on
the symmetry of the detector response shown in Figure 19 so that
diffraction effects are cancelled out during tip/tilt measurement.

The SCS algorithm can be defined by reference to figure 19a. A
focal spot corresponding to the target image is nutated on a guad
cell. The guadrants are lableled Q1 - Q4. Four intervals in the
nutation cycle are also defined, as periods T1 - Ty, or nutation
angular intervals 31 - 94, which are equivalent since with circular
nutation the spct velocity is constant . Measurements of spot
centroid displacement are made at different times for the two axes:
x-displacement (tilt) is measured during periods T - T3, while y
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position, and therefore input tilt, by a numerator proportional to
displacement and orightness, and a denominator proportional to

brightness only; i.e., a tip measurement is given by

is measured during T, and T,. The algorithm defines the spot

XNUM = (Ql(Tz)‘Q2<T2)) - (Q4(T2)'Q3(T2 )) o+ (Q4(T4)'(Q3 (T4)) -
(Q,(T4)-0y(T,))

XDEN = (Qu{Ty)+Qp(T5) ) + (Qg(T5)Q3(To)) + (Qp(Tg)+(Q3(Ty)) +
(Ql(T4>+Qz(T4))

AT
X
DEN
The motivation for this definition can be seen by separately
examining the effect of each term. The differences Ql(Tz)-Qz(Tz)
and QQ(T4)-Q3(T4) correspond to measuring the intensity imbalance
between right and left half-planes, during those times when the spot
is expected in those quadrants, which occurs due to spot
displacement. The imbalance occurs because a shift of the spot
appears as a shift in the center of the nutation circle, as shown in
Figurel9. The imbalance betw. n the signals integrated from each
quadrant can be interpreted as propotional to the differences in arc
lengths bounded by the integration intervals and quad cell
boundaries, as shown in the figure. The property of the SCS
algorithm to cancel diffraction effects derives from the subtraction
of the difference term measured at T4 from that measured at T2 plus
the observed symmetry in detector responses on Figure 19.
The other numerator terms Q (TZ)-Q3(T2) and Ql(Tq)'Qz(Tq) are
the power differences seen when the focal spot is not present in the
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respective Juadrants. For an ideal, sharply bounded spot, the
second set of tarms should represent differences only in background
radiation or detector responses, and serve to cancel these
centributions from the first set, so that the background-cancelling
terms make the LSI3 algorithm an AC algorithm. The position
information is impressed on a carrijer at the nutation rate. OQut of
band noise, particularly 1/f noise, is rejected by the same
cancelling action that removes background illumination.

Tne function of the denominator is to normalize the output to
spat brightness. It can be seen as a sum of left and right
half-plane terms, rather than a difference as in the numerator.
Background cancelling terms are still present.

For spots whose radii exceed the size of the nutation radius or
for less well bounded spots (such as the Airy pattern or Gaussian
distributions commonly encountered), the spot intensity is never
wholly absent from a quadrant even though nutation may have moved
the spot farthest away from that quadrant during a cycle; in these

cases spot power as well as background power is cancelled from the

numerator, and modulation is therefore an important consideration.
The results of the LSI3 simulation indicate that sensor response is
linear (i.e., diffraction effects are completely cancelled) only
when the nutation radius exceeds the spot size.

In summary, the diffraction simulations have demonstrated that in

spite of significant diffraction effects, the properties of the LSIS
algorithm are such that

1. there is no crosstalk in tip/tilt measurements or
between subapertures;

2. sensor response is linear provided nutation radius
exceeds spot size;

3. the proportionality between input/output tip/tilts

v O
DN N A i
e
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decreases with increasing nutation radius, as expected,
and

4. the proportionality and instrument sensitivity depends
on subaperture spot size rather than full aperture spot

size.
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(11, MODS FULL APERTURE IMAGE SHARPENING

3.1 FULL APERTURE EXTENDED OBJECT ERROR SIGNAL ALGORITHM
The foregoing study of the performance of standard adaptive

optic systems clearly demonstrates that any technigue that utilizes
subapertures of a size comparable to the isoplanatic patch will fail
for daytime imaging of extended objects such as the solar surface.
This realization leads us to consider image sharpening methods that
use the full aperture image to derive the correction element drive
signal. Such methods eliminate the problem associated with the
large diffraction limit of small subapertures. A number of
different techniques for image sharpening have been proposed(26).
However, most of these depend upon the presence of a point-like
source in the object plane. In general, this condition will not be
satisfied during imaging of the sun's surface because of the
relatively low contrast present in that scene and therefore a
different approach is necessary.

The most important constraint on the selection of a sharpening
algorithm results from our lack of specific a priori information on
the structure of the solar surface. Thus any algorithm for
calculating the quality of the image cannot make reference to the
"ideal" image as a test of that quality. Rather, an error signal
must be derived that in some sense indicates the quality of the
image relative to the theoretical performance of the imaging system
without regard to the nature of that image.

One physical gquantity that is well defined for any imaging
system is the modulation transfer function {MTF). If one could
measure the transfer function of the imager including the
atmospheric aberration and compare this function with the
theoretical MTF of the imager, the strength of the atmospheric

726 - .
' 0'Meara, T.R.J., Opt. Soc. Am, 67, 306.
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-»ﬂ aberration could be determined.
' It can be shown that, for any mode of aberration satisfying the

condition

F«Dn (47)

where D is telescope aperture, F is the spatial freguency measured

in cycles per radian and ‘' is wavelength, the overall MTF of the
aberrated optical system is less than the unaberrated MTF at all
frequencies. Stated differently, this requirement is that the mode
not lead to image spatial frequencies above the diffraction limit of
the aperture. Since, in general, for the solar imaging case we will
not be applying modal correction at frequencies close to this limit,
it follows that the value of the spatial power spectrum of an
atmospherically distorted solar image is everywhere less than the
power spectrum of the undistorted image.

To show this we begin by examining the performance of an imaging
system in the isoplanatic regime. For no aberration of the incoming
wavefront, the MTF { - ) of a telescope is given by

J, (f ,f)
(fXaTv) = ’Jj—(?f?i*)‘ (48)

where Jo is the spatial power spectrum of the object intensity
distribution and Jl is the power spectrum of the image.
Unfortunately, we cannot directly measure the transfer function

without <nowing JO. However, it is clear that ~ is bounded from
above by Jy since Jo is at most equal to unity at a given spatial
frequency.

[t is also well known that the transfer function . is given as

well by the autocorrelation of the complex pupil function. In the

absence of any aberration, the pupil function is identically equal
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to unity at all points (this assumes that the pupil functions ar=
normalized so that the intensity is uniform and equal to 1). Thus,
the autocorrelation function is simply the area of the intersection
of the entrance pupil with one displaced by the image plane

equivalent of the pupil spatial frequency. If we add an arbitrary
phase aberration to the system due to transmission through the
atmosphere, the pupil function G may be represented as

6 = o TKPUGLY)

where P(X,Y) is the phase function over the pupil. In this case the
autocorrelation function is given by

L(f,>f,) = { j o TKPLy+ox,y4ay) -TkP(x",y") gy (50)

For any phase function, the value of the product of the two pupil
functions can never be greater than unity. Thus at any spatial
frequency, the value of the autocorrelation function cannot be
greater than that found in the absence of aberration. It follows
then that the MTF of the optical system is maximized at each
frequency by removing the aberration. Further, if a new quantity is
defined that is the integral of the MTF over all allowed spatial
frequencies, it is clear that that quantity is also a maximum when
the incoming wavefront is unaberrated. This is exactly the property
we desire for the error signal in a servo loop. If the integral of
the MTF is forced toward a maximum, we can say that independent of
the properties of the object being imaged, the wavefront aberrations
will be forced toward zero. It is not necessary to know either the
distribution of spatial frequencies in the source or the ideal
transfer function of the imager to utilize this error signal. We
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only require that the power spectrum of the source not change on a
timescale comparable to the update time of the servo loop. For the
case of atmospheric compensation of the solar image, this
requirement is easily met, since the timescale of changes on the
solar surface is much slower than that of the variation in the
aberration.

3.2 MODS SERVO SYSTEM

Having settled on this algorithm for the generation of an error
signal, it became necessary to define the complete MODS system both
as it would be realized in a real-time operating environment and in
the form of a numerical simulation to be used for initial testing of
sensitivity and stability. As implied by the name, the MODS system
depends upon a dithering technique. In many respects, it is similar
in concept to the multi-dither processes such as described by
0'Meara. However, rather than utilizing the independent elements of
an active optical ditherer to define the pupil dither function, we
decompose the pupil into a set of orthogonal modes, applying
independent dithers to each mode. In the case discussed here,
Zernike modes were used, though there is no reason that a different
set of orthogonal modes could not be chosen.

A schematic representation of the system is shown in Figure 20.
The input beam from the telescope passes first through the
correcting element and then a portion is split off and is sent on to
the MODS image quality detector. As indicated in the figure there
is a high-speed correlation tracker loop closed around the MODS
system. This is necessary because the MODS detector is not
sensitive to translations of the image, only to higher order
aberrations. However, it should be noted that since the MODS system
relies on a full aperture image, that same detected image may be
used as input to the correlation tracker. This is because, on
average, the ditherer will not introduce tips and tilts into the
beam, those being orthogonal to the other Zernlike modes. Thus, the
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Figure 20. Schematic representation of MODS system.
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correlation loop does not require splitting off any light from the
input beam.

Within the MODS module itself, the light passes first through an
active dither element. The number of individually addressable
elements required is determined by the highest order mode that one
would want to correct. It is necessary that that mode be adequately
represented on the surface of the ditherer. After the dither
element, the input beam is imaged onto a two-dimensional detector
that can be framed at a rate at least several times faster than the
timescale over which the atmosphere changes significantly. This
detector must include a region of the image plane that encompasses a
singe isoplanatic patch. In addition, the resolution of the
detector should be close to the diffraction limit of the telescope
in order to adequately sample the sharpened image. Thus, the number
of pixels across the detector is given by the ratio of the
resolution 1imit of the telescope to the size of the isoplanatic
patch. The signal from this detector is then processed to yield the
desired error signal. This requires that the power spectrum of the
image be calculated. Since, for a typical solar telescope in
average daytime conditions the size of the detector array is of the
order of 32x32 pixels, a considerable amount of numerical
calculation must be done to arrive at the true 2-D power spectrum.
To save calculation time, we suggest that this process be treated as
64 parallel 1-D Fourier transforms rather than the full 2-D
transform. While the results of these two calculations are not
identical, we show in the simulations reported here that they are
operationally equivalent and the 1-D version offers a significant
computational advantage. Once the power spectrum is calculated, it
need only be summed to produce the needed error signal. The
normalization of the power spectrum is taken to be such that the
power in the zero frequency bin (i.e., 0.C.) is unity.
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When the MODS system is in operation, the ditherer has applied
to it drive signals that cause each Zernike mode to be modulated at
a fairly lTow level (on the order of a few tenths wave amplitude).
These modes may be modulated separately or they may be multiplexed
in the frequency domain. In either case, the derived error signal
is synchronously detected and individual error signals for each mode

are produced. These error signals are used to calculate updates for
the correction element.

3.3 NUMERICAL SIMULATION OF MODS

In order to make the problem of the simulation of the MODS
concept a tractable computation for the Data General Nova computer
available for the task, it was necessary to make some
simplifications in the system. Perhaps the most significant of
these simplifications stems from the need to simulate the imaging
device, i.e., the telescope. This is done by performing the true
2-D Fourier transform of a complex pupil function that includes the
effects of the aberrations, the corrector element and the ditherer. l
Because of the memory space limitations of the Nova, it was
necessary to restrict the size of the complex array over which the
pupil function was defined to 64x64 elements. The coarseness of
this sampling prevents us from adequately representing large
aberrations of the pupil function. This may be seen if one
considers that the amplitude of the phase aberration appears as a
spatial wavenumber in the expression for the pupil function. Large
ampiitudes in phase require high spatial frequencies in the pupil
function and thus fine sampling of that function for good numerical
representation. Tests performed with this code indicate that phase
aberration amplitudes must be limited to Tess than 3 waves in the
lower order modes to avoid this problem.

Within this 64x64 pupil array, a square aperture was defined
with a size of 32x32 elements. OQutside this aperture the pupil
function was forced to be zero. This has the effect of defining the
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scale of the image plane. The Fast Fourier Transform (FFT) routine
assumes that the input function is periodic with a period equal to
the size of the input array. Therefore, the lowest frequency
features that may be represented in our 32 element wide aperture
have a period of 1/2 of the 64 element array, or equivalently, a
frequency of 2 cycles per 64 elements. Since the output of the FFT
is, in fact, the spatial power spectrum of the pupil function, the
intensity of pixels in the image may be thought of as power at the
corresponding spatial frequencies. The low frequency cutoff in the
pupil plane relates to the smallest resolvable sizes in the image
plane. OQOur choice of the 2:1 ratio of array size to aperture
defines the peak to first null size of the "diffraction limited"
(flat pupil wavefront) spot produced by the simulated telescope to

be two pixels.

Referring to Figure 21, we may follow the numerical simulation,
through one update cycle. It begins by defining the pupil function.
For ease of representation and computational convenience, we have
chosen to decompose the pupil function into Zernike components.

This allows us to completely specify the pupil function using a very
limited amount of storage space. Once again, because of the
coarseness of the input digitization, we include only Zernike modes
of the first three orders. Written out in cartesian coordinates
there are nine polynomials. Their representations and their related
optical aberrations are given in Table I. There is a problem
associated with this choice of representation. The Zernike
polynomials are orthogonal on the unit circle and not over the unit
square aperture used in this simulation. This leads to crosstalk
between the various modes. However, since only a single mode is
dithered at iny Jiven moment in this simulation, we do not have a
prociem separiting the effects of the modes. For the real-time
systam, ot owau | be necassary to utilize 3 different decompostion of
DLl ot o thiat s orthogonal over the aperture of the
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Three components must be included in the pupil funciton. First
is the aberration. This is input into the program as a set of J

Lernike polynomial coefficients. Next, the vector of corrector
element updates from the last loop is applied. These are again

represented as Zernike coefficients and are summed with the input
aberration. Finally, the modal dithering is applied. This is
another area where the numerical simulation differs from the
proposed real-time system. Rather than frequency multiplexing the
different dither modes, each mode is dithered sequentially. This
was done because in the digital simulation to properly represent N
modes in temporal frequency space would have required ZN
calculations of the image plane intensity distribution, whereas the
sequential dithering requires only 2N such calculations per update.
Thus, the update cycle begins by dithering the lowest order mode
first plus the dither amplitude, then minus the same amount, then
proceeds to dither each subsequent mode in the same way.

After all three phase components are summed, the complex pupil
function is calculated. The Zernike polynomials are defined such
that they range from +1 to -1 over the unit circle. On the square
aperture they cover a larger range. Nevertheless, the pupil
function has been defined such that the range +1 to -1 in Zernike
value corresponds + 7 to - T 1in phase.

The simulation was run with two different input unaberrated
wavefronts. Initially, a plane wave was input by setting the pupil
function equal to 1407 at all points, in the absence of any phase
aberration. In the second phase of testing, a source consisting of
two points of variable separation and position angle was used. This
was realized in the simulation by applying an amplitude modulation 4
to the pupil function. This allows the definition of extended
objects independent of the phase aberration.

Once the pupil function is defined on the 64x64 array, a two
dimensional FFT is performed. The result of this operation is the
image plane function related to the given pupil function. The
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squared modulus of this function yields the image intensity
distribution. This result is contained in the same 64x63 array used
to input the pupil function. A 32x32 sub-section of this array,
centered around the "optical axis" (defined by the location of the
zero spatial frequency component) is extracted and is used for the
further processing. Because of the scaling of the image plane (two
pixels being equal to an angular displacement of */D), and the
desire that the image segment be
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TABLE 1
CARTESTAN REPRESENTATION OF ZERNTKE POLYNOMIALS

Order Expression Name of Aberration
1 X Tip
Y Tilt
2 2(X%+Y%)-1 Defocus
X2-y*° Astigmatism &

Curvature of Field

2XY
3 3X343XY%-2X X-Coma
3Y3+3YX2-2Y Y-Coma
X>-3XY?
3Yx2-y?

smaller in size than an isoplanatic patch, we may say that this
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simulation applies roughly to a telescope that provides 16
diffraction limited resolution elements within a typical isoplantic
patch. For daytime conditions, this is equivalent to a clear
aperture of about 0.6m and an image segment of about 3 arc-seconds
width. 1[It should be remembered that this part of the simulation is
not part of the real-time system. That is, the telescope will
perform the Fourier transforms at no computational cost.

Once the image segment is defined, calculation of the error
signal may proceed. First, it is necessary to construct the power
spectrum of the intensity distribution. As was mentioned above, it
was decided not to utilize a true 2-D FFT routine here, but rather
to split the operation into many parallel 1-D FFTs. Ordinarily, a
2-D FFT is computed by doing 1-D FFTs in one direction, writing the
result back into the input array, and doing the FFTs in the other
direction. The only difference here is that the result is not
written back. This does not gain us any speed in the simulation
because the Nova is not capable of parallel processing. However, in
the real-time system, a considerable savings in time may be
obtained. The calculation of this power spectrum is the bottleneck
in the processing of the servo loop and trimming time from that step
is guite important. In the simulation, as each FFT is done, its
result is summed into a one dimensional array that, finally,
contains the desired function that is in some sense the power
spectrum of the image. Since we do not perform the true 2-D
transform, but rather a one dimensional calculation, the resulting
pseudo-power spectrum has reduced sensitivity to spatial variations
in the image that are at an angle to the coordinate axes.

The pseudo-power spectrum is then normalized so that the power
in the zero-frequency bin is set to unity. This vector is then
integrated over the range of spatial frequencies from OC to the
diffraction Timit of the imager and the result stored. The process
is then repeated from the point of the definition of the phase
function. The sign of the dither of the selected mode is changed
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and a new pseudo-power spectrum integral (PPSI) is calculated. The
difference of these two PPSIs gives two pieces of information that
are used to update the phase correction. First, the size of this
quantity indicates the sensitivity of the image gquality to
variations in the chosen mode. This allows the introduction of
thresholding into the servo loop in the sense that modes that
produce almost no variation in image quality will not be updated at
all preventing spurious wandering of the correction values. Second,
the sign of the PPSI difference gives also the sign of the
correction to be applied to the dithered mode. If the size of the
PPSI increases when the coefficient of the Zernike mode is
increased, that implies that the correction to be applied to that
mode must be positive.

The foregoing process is repeated for all Zernike modes, that
is, seven pairs of positive and negative dithers. Once this cycle
is complete, the resulting PPSI differences for each mode are
examined. For those that exceed a predetermined threshold, a
correction update is calculated. The sign of the correction is
known from the sign of the PPSI difference. The size of the
correction is based on the absolute value of the PPSI of the input,
aberrated wavefront image. That value is differenced from the
theoretical best performance PPSI for the imager to yield a quantity
that must be minimized in order to perfectly sharpen the image. The
size of this quantity is used to modify the size of the correction
step as the image approaches the ideal. In the simulation, the size
of the correction step, the PPSI difference threshold and the size
of the dither amplitude were all tied to the value of this absolute
image quality measure. Their connection, however, was not in a
continuous fashion, but rather as the size of the difference of the
PPST from the ideal passed various levels, the sizes of these
quantities were all changed by fixed multiplicative factors. It was
found that using only a two phase system, that is implementing only
one change in the size of the correction step, etc., gave adequate
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performance.

After the correction updates were all calculated, the entire
process was begun again. In addition to the steps outlined above, a
routine was added to the loop that presented a visual display of the
image at every correction update. Running on a Nova with hardware
floating point, the real elapsed time for one update was about 55
minutes.
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4.1 TESTS OF SIMULATION COODE

b Once the simulation code had been brought to an operating

- condition, it was necessary to test its physical correctnass by
attempting to simulate a number of imaging situations with known

results. The first of these was the simpie imaging of point -ource.

An unaberrated plane wave was input into the imaging s’imulator and
the resulting image plane intensity distribution examined. This
image is depicted in Figure 22. The image produced by an ideal
square aperture is given by the product of two sinc functions, one
in each dimension. The spacing of maxima and minima, and the
intensity as a function of position are all very readily calculated.
By examining the numerical values of intensity produced by the
simulation, it was possible to determine the extent of numerical
error introduced by the calculation. The quantities tested were the
position and intensity of the image maximum, the total power in tha
image, and the separation of minima. All of these guantities were
within 0.7% of the values predicted by theory, indicating that
roundoff errors are not a problem in this calculation.

Next, tilt was introduced into the wavefront by altering the
first Zernike coefficient. The size of the tilt was set to one wave
over the full aperture in X and two waves in Y. The resulting image
is shown in Figure 22. The displacement of the blur spot is exactly
the predicted two pixels. A combination of tilt and tip with
different values for each was then tried, and again the result
confirmed that the imac. simulation was cperating correctly.

The next tests were aimed at checking the performance of the
PPSI calculation. For the unaberrated image, the PPSI value agreed
with theory at the 1.2% level. Further, the introduction of tip or
tilt to the wavefrunt did not alter the PPSI value significantly.

7y introducing various amounts of other abherrations into the
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input wavefront it was possidble to determine the sensitivity of “he
error signal algorithm to wavefront distor-ions. [t was found that,
very roughly, the decrease in the PPSI value for a given aberration
was dependent only on the size of that aberration and not on its
form. There were differences in sensitivity of the order of a
factor of two between certain modes probably due to the way the PPS]
is calculated via 1-D FFTs. One important finding of this phase of
the testing was the discovery that the presence of any largs
aberration obscures the effects of other aberrations. This may be
understood if one considers the shape of the MTF as a function of
aberration strength. As the aberration is increased, the high
frequencies are very rapidly depressed. If further aberrations are
added, they have only a minimal effect on the MTF since it is
already reduced to nearly zero at the higher frequencies and they
act in a multiplicative way on the MTF. This effect leads to the
unfortunate property that the PPSI increases in sensitivity to image
quality as one approaches the unaberrated case. This means that
extreme care must be taken in adjusting Joop gains and step sizes if
instability is to be avoided. In addition, it leads to a problem if
one attempts to update all the correction Zernike coefficients at
one time. If we consider a case in which, say, there are several
waves of defocus combined with smaller amounts of other aberrations,
dithering one of the minor aberrations will not produce a
significant effect on the PPSI and thus the correction derived will
not have meaning. It was this effect that lead to the inclusion of
the thresholding in the calculation of the correction update. If a
given mode has only 2 very small effect on the PPSI its correction
coefficient is Tefl unchanged. For some choices of threshold, this
produces a s.tuation in which initially, whiie there are large
aberrations present, only the one or two most important are updated.

5 these aberrations are reduced, the PPSI becomes more sensitive to
the other rodes and more compiete updating may be started. Figures
23 through 27 show typical image plane distributions for various

aberrations.

~4
e}




Figure 23. Image distribution
with .65% defocus.
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b Figure 25. Image distribution with
[ .Bt% astigmatism and
curvature of field.

Figure 26. Image distribution with
all three Z2nd order
Zernike modes. Total
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4.2 TESTS OF THE LOOP SIMULATION

Once being assured that the PPSI erraor signal was indeed a
useful indicator of image quality, testing of the complete image
sharpening system could proceed. It is routine DITHER that actualiy
implements the correction update procedure. It is the routine that
controls the program flow, keeps track of the values of the error
signals and of the Zernike coefficients. It is in DITHER also that
the value of the error signal thresholds and the effective loop
gains are set.

Specifically, after the calculation of the differential PPSIs
resulting from the dithering of each mode, they are each compared
with their respective thresholds and for those that exceed the
threshold value, a sign is recorded. Then the value of the PPSI for
the present, undithered wavefront is computed and this number is
subtracted from the ideal PPSI value. This difference is multiplied
by a gain factor to yield a quantity which, when combined with the
present correction step size in various ways, yields the correction
update. It is also used to alter the values of the other
parameters. Thus, there are three vectors of length equal to the
number of modes being updated and two scalars that may be adjusted
in attempting to achieve stable convergence in the update loop.
These are: (vectors) the dither amplitudes, the PPSI thresholds, and
the correction step size; (scalers) the ideal PPSI value and the
gain factor.

Many combinations of these parameters were tested in the full
update loop and several successful systems were identified. By no
means was the whole parameter space examined because of the large
amount of time occupied in running the simulation for each choice of
parameter values.

In its initial form, the dither amplitudes and threshold values
were not changed from their input values. Only the correction step
size was a function of the size of the difference of the PPSI from
ideal.
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A nyprcal tent o ar tne system would begin with an aberrated

Flvetront Jdetined Dy 3 set of input Zernike coefficients. Total

peak-to-peik iberration in these wavefronts ranged from one wave to -
about six waves in the worst cases. Six waves of aberration is

roughly equivalent to a seeing disc of one arc-second for the 0.6m

telescope. Unfortunately, this is somewhat smaller than the typical

daytime condition seeing that we would like to correct. However, as

previously mentioned, due to the discrete sampling of the pupil

plane we cannot represent larger aberrations correctly. Indeed,

six-wave aberration must be in the lowest modes in order to prevent

anomalous behavior.

After adjustment of the parameters, it was shown that stable
convergence could be acheived for a range of input aberrations.
Typically, the value of the PPSI would rapidly approach the ideal
value taking only three to five iterations to reduce the value of
the p-p aberration from four to six waves down to less than one
wave. It was found that once the aberrations have reached this
level, both the dither amplitude and the correction step size were
too large. The modes being updated would step on either size of
ideal and the PPSI would cease to improve. This behavior is shown
in Figures 28 and 29, which is a plot of the PPSI values and the
corresponding aberration amplitude for a typical run.

A significant improvement in the system performance was achieved
by implementing the update of the dither amplitude, step size, and
threshold level on the basis of the current value of the PPSI. Once
the PPSI went above a preset level, the sizes of all of these
parameters were multiplied by constants less than unity. The values
of these constants were chosen on the basis of experiment and once
again are the result of a very limited search of the parameter
space.

In the final form, the simulation was able, for most input
aberrations, to achieve convergence to within 0.25 waves p-p after
10 to 15 interations. Further, the simulation showed itself to be
stable in that it could run for 50 iterations without wandering more
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Figure 28. Plot of the value of the pseudo-power spectrum integral
error signal as a function of iteration number using the
one-step algorithm. At the 9th iteration, algorithm goes
into oscillation. Ideal value for PPST is 4-35.
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Plot of the peak-to-peak aberration as a function of
iteration number for same runs as Figure £8.
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than 0.15 waves from its best solution. In terms of seeing disx
size, this is equivalent to a reduction from about 1 arc-second to
0.18 arc-second, just 4% above diffraction limited performance.
Figures 30 and 31 show the convergence of the PPSI and of the p-p
aberration. Figures 32 through 37 give the image plane distribution
at various points along the run.

4.3 PERFORMANCE ON IMAGING EXTENDED OBJECTS

Since the application of the MODS system would be for imaging of
the solar surface, testing of its performance on extended objects
was of primary importance. The realization of an image plane
filling source is difficult in the finite digitization of the pupil
plane, so instead, simulated double stars were utilized in this
testing. The separation and postion angle of the stars can be
specified by applying a modulation to the amplitude of the pupil
function. This modulation is independent of the phase aberration
and is very easily added to the existing code. Double stars of
various separations aligned along one of the coordinate axes were
used as input objects. The input parameter values required some
adjustment to achieve covergence in these tests. Further, it was
found that the MODS system lacked sensitivity to certain aberrations
for the special case of alignment along an axis. Any aberration
that leads to a spreading of the image along the line connecting the
stars was not corrected for as well as those perpendicular to that
axis. This was confirmed by changing the position angle of the
stars but using the same initial aberration. For angles other than
those of lines of symmetry of any of the modes, the convergence was
satisfactory. Figures 38 through 41 show the PPSI values and
peak-to-peak aberrations for two runs using double point sources.
For the second run, the position angle was rotated through an angle
of 36° 87. Figures 42 through 48 show the image plane distributions
at several points during these runs. Overall, the performance of
the system was similar to that for point sources, although the final
image quality was marginally worse. The average p-p wavefront error
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in the final state of several runs was 0.32 waves. Onc> again,
this is very close to diffraction limited performance.

Theoretically, the performance of MODS should be indezen:ient of
the source, since the entire effect of an extended source may he
represented by the multiplication of the diffraction limited MTF of
the imager with the spatial power spectrum of the source. Tnis
operation does not affect the relative sensitivity of the PPSI to
wavefront distortions. However, this is not the case for the
real-time system because of the presence of noise in the system. It
is likely that the observed reduction in simulated system
performance on extended objects is due to the increased importance
of numerical errors relative to the size of the error signals. This
makes clear the need for very high signal-to-noise imaging in the
real-time system.

4.4 SUMMARY

In conclusion, we may say that the MODS system simulation shows
that it is possible to achieve significant image improvement under
conditions of moderate atmospheric turbulence. We have shown that
the system converges to the desired wavefront correction from a
fairly wide range of input aberrations. Further, this convergence
is rapid and stable. It is quite likely that further testing of
MOBS would identify better choices for the loop parameters that
would lead to improvements in performance.

For the simulated 0.6m telescope, we have shown that MODS will
improve the image plane resolution by a factor of more than five
under conditions of 1+ arc-second seeing. This improvement is
achieved in less than 15 update cycles. We have also shown that
MODS will form as well on extended objects, provided there is
sufficient signal-to-noise in the detected image.
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Figure 38. PPSI value for double source aligned with Y axis.
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Figure 39. p-p aberration for run of Figure 38
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Figure 41. Corresponding p-p aberration values.
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Figure 43. Starting aberrated
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Figure 46. Unaberrated input for
run of Figure 40.
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0Y 75, position angle
3698.

Figure 47. Input aberrated image.
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V. CONCLUSIONS

5.1 DESCRIPTION OF SOLAR ADAPTIVE OPTICS PROJECT

This project has broken into two well defined parts. Tn the
first, a theoretical study of the application of traditional
adaptive optic techniques to the problem of daytime imaging of
extended sources, it was shown that any wavefront correction scheme
that relies upon subapertures of a size comparable to the
isoplanatic patch size will fail under typical conditions. This
explains why all attempts at solar imaging with adaptive optic
correction have not performed as well as might have been hoped.
Faced with this serious limitation of subaperture based systems, a

second part of this project was defined that sought a full aperture
wavefront correction method that would operate with extended
sources. Such a technique was defined and a numerical simulation
constructed to test the feasibility to the system. This system,
termed MODS for Modal Dithering image Sharpener, was shown to

1 perform successfully in this simulation. As the name implies, MODS
is related to the multidither technique of image sharpening. No

wavefront sensing is dones rather hill climbing servo loops are used
to maximize image sharpness by applying corrections to a Zernike
modal decomposition of the pupil wavefront. Tests of tk: MODS
simulation show that it is possible to obtain a fivefold improvement
in resolution in a small number of loop updates. The MODS system
thus shows promise for extended object imaging under conditions of
moderate atmospheric turbulence.

5.2 REAL TIME MODS OPERATION .
Based upon the performance of the numerical simulation of MODS,

gif we may conclude that it may represent a practical way to approach
_‘f_ the problem of high resolution solar imaging. The question then
j! becomes whether or not it is implement MOOS in a real time system.
.
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The essential problem is calculating the PPSI error signal rapidly
enough to update the corrector on atmospheric variation timescales.
This requires that the typical convergence time, for all modes
corrected, be on the order of one millisecond. Current technology
limits the framing speed of a 32x32 detector to roughly 50 kHz.
Assuming that the quantum efficiency of the detector is
approximately 50%, photon statistics limit the signal-to-noise, to

* 70 for a1l R passband. It must be remembered though that the PPSI
is, in a sense, a sum of the intensity in the whole picture. Thus
the S/N of the PPSI is higher than that of a single pixel. If
frequency muliplexing of the dither modes is used, the highest
frequency allowed will be set by the requirement that the PPSI be
well sampled over a single cycle. If we take the upper frequency to
be, say, 12 kHz, we could dither about seven modes at 1.5 kHz spacing.
The first seven Zernike modes include all the second and third order
aberrations and represent more than 90% of the aberration power in
atmospheric turbu]ence(27). The frequency of the lowest mode would
be 32 kHz, still above the atmospheric timescale.

The major processing need then is the ability to compute the
PPSI at a 50 kHz sustained rate. This means that we require a 32
point FFT result to be calculated in less than 20 us. This may
easily be achieved with a microcoded processor with the option of
expandability to larger vector sizes. If dedicated hardware is
used, the time for a 32 point FFT may be reduced to the 1 to 2 us
range. By utilizing 32 or 64 of these processors in parallel, the
PPSI may be calculated in the requisite time. An alternate
processing technique that should be explored is the use of directed
optical processing to calculate the PPSI. There are available
optically driven Spatial Light Modulators (SLM). Such

[27jTyler, G.A. Tech. Rep. BC223; The Optical Sciences Co., Feb.1984
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a device would be well suited to this application, provided it could

be framed at a high enough rate. There are currently under
developement devices that will perform at close to 1 kHz, not quite
fast enough for this application since we require several PPSI
calculations per update cycle. There is, however, a tradeoff
between resolution and speed and since our application is low
resolution, we may be able to gain the required speed

without requiring great advances in present technology. Ideally,
the device would not be framed at all, but used in an integrating
mode with a time constant, set by the resistivity of the crystal, of
about 30 us. This would allow the system to run continuously with
synchronous analogue detection of the error signal for each
frequency.

Figure 49 is a schematic representation of a system using the
MODS algorithm, but doing a significant part of the processing with
a Spatial Light Modulator. After passing the collimated input beam
through both the correcting element and the ditherer (shown as one
in the figure), the light is imaged onto the cathode of the SLM.
This generates an identical image in the refractive index of the
crystal in the SLM. This image is read out with a collimated beam
in the Fabry-Perot ampiitude modulation mode. This beam is then
imaged by a second lens system to generate the spatial power
spectrum of the original image. This power spectrum is divided by
the mirrored aperture into its DC and higher frequency components.
These two signals are detected by diodes or PMTs and the resulting
outputs divided to yield the error signal for the servo loop. If
the various modes are dithered at different frequencies, and a
synchronous detector is used for each of these modes, it will be
possible to update all modes simultaneously. This approach to the
MODS system eliminates the need for a super-fast processor to do the
FFTs.

With either approach, the remaining parts of the MODS system are
not computationally demanding and may be fairly directly
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Figure 49. Schematic representation of MODS system imnlemented with optical

processing to compute PPSI.
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implemented. It seems, therefore, that it is within the realm of

present technology to construct an operating MODS system that would

achieve significant improvements in the imaging performance of solar .
telescopes. The MODS approach may also be applicable to other

problems involving imaging of extended, low contrast sources. .
Because the PPSI error signal is derived from a full aperture image

and is a sum of intensities, MODS is suited to comparatively low

light level operation. In the case of solar imaging, bandwidths of

less than 1 R are easily accommodated.

oot .d . v‘ "'.‘ ‘n '.' "‘ "...
2

-

O S
'.,’

YN NS

100

Foo

Ve e e . . . e e e e -

R . e e TR e T LT T e T LI R T I,

‘\'-'_ - ’.'-"_;" “.~.'.'.‘. o« L. ‘_.~‘. .‘.‘.,“_..u._‘_ Y - Y ..._‘__-_.q. . N N . STt ., _"._.“ - - .. . R ..

o -t . . N - . - - S e et IR St t. - LIPS L

F o ICW. WPNG AR, SN T o W A g ol D Sl YNNI 8 - N et - .t
-

r

r




Iy iR A 2 s p e o g e -
ST MRS MG e MRS MO S SR
S e mama e - . ,
: T
T
A}
\-_4
' -
1 D
<

[
V-
I

4




